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ABSTRACT 
This case study deals with the approaches to Data Analysis. Classification of data analysis is elaborate. It goes beyond the 

incorporation of classification based on sources and nature of the data to include various approaches to data analysis. 

Difference in approaches to these data analysis and their area of focus finds mention in this case let. This case study deals with 

data analysis classification and not just data classification broadly on several parameters and its usage in different analysis.  
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1. INTRODUCTION 

Data analysis is the conversion of data collected from relevant sources into meaningful information. Data can 

be analyzed or processed for its usage by stakeholders using different techniques or methods (Taherdoost, 2022). What 

comes prior to data analysis is data collection and what comes post data analysis is data presentation. What remains 

relevant and a pre-requisite for all the three afore mentioned stages is “Measurement of scales.” The measurement 

scale of the data classifies data into four groups: 1) nominal; 2) ordinal; 3) interval; and 4) ratio.  

However, the data classification is exhaustive and goes beyond measurement scale to be classified on several 

others parameters. Data can also be classified on the several ways. First classification is primary versus secondary. 

Primary data are collected for a certain purpose. Usually, questionnaire is used to collect the primary data. Another 

classification is of the nature of the data. The data can be discreate or continuous. The former is called categorial and 

the latter is called numerical data. When it comes to numerical data it can take up any arbitrary value whereas the 

same does not hold true for the categorical data. Categorical data can assume only a restricted set of probable values. 

While the usage of categorical data finds more frequency in solving real life problems related to medical sciences and 

weather forecasts, numerical representation of the categorical data remains a challenge and need of the hour (Zhang 

et al 2015).  

In addition to the data classification, the data analysis can also be broadly classified into several categories. 

The contemporary world to data analysis broadly divides the data analysis into two approaches: machine learning and 

statistical learning. Machine learning does not bother about statistical significance, rather it uses the huge data to have 

more effective predictive ability. Means, if x is causing y or x1 is causing y, ML does not bother about it as long they 

get more effective predictive outcomes. On the contrary, statistical learning differentiate between significant and non-

significant association (which includes knowing whether x is causing y or x1 or both).  

Within the broad classification of statistical learning, a broad category of data analysis predominantly uses 

primary data and another secondary data. The former data set usually used for cluster analysis, factor analysis 

including SEM etc. Factor analysis being one such analysis which makes use of primary data, comes into picture when 

the number of variables is huge and derivation of factors of smaller sets are undertaken for simplification of the 

analysis (Taherdoost, 2017).  The latter is usually used for econometric analysis including financial econometrics. 

Cluster analysis on the other hand groups the data based on criterion or characteristics making homogenous clusters 

all of which have maintained heterogeneity between two or more clusters (Taherdoost, 2022). Discriminant analysis 

as a method has differing aspects and implications in different fields. Studies incorporating multiple populations 

dealing with multi-variate research problems opt for discriminant analysis (Huberty, 1975).  
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2. LITERATURE REVIEW 
In finance, qualitative studies are usually on the literature-based studies including systematic literature review 

and bibliometric studies (Pinto et al., 2019, Rastogi et al., 2022, Rastogi et al., 2021a, Patil and Rastogi, 2019). Primary 

survey-based studies are also witnessed under behavioral finance studies (Rastogi and Ragabiruntha, 2018, Goel and 

Rastogi, 2021b, Goel and Rastogi, 2021a, Rastogi et al., 2020). However, in finance and economics, most of the 

studies are using secondary data which includes time series (Rastogi et al., 2021b, Rastogi et al., 2021a, Sharma and 

Rastogi, 2020) and panel data (Sharma and Rastogi, 2022, Kanoujiya et al., 2022). Main problem encountered in usage 

of secondary data is the exploration of the sources and verification of the relevance of data sought. Primary data finds 

a lot of usage in social science studies and has own set of disadvantages (Hox et al 2005).  

 

3. QUESTIONS 
1. Describe all the measurement of scale used to collect the data.   

2. Explain the categorical versus numerical data 

3. Discuss the difference between factor analysis, cluster analysis, discriminant analysis, logistic regression 

(qualitative response models), structured equation modelling (SEM) and financial econometrics 

4. Elaborate the difference between machine learning, statistical learning and data analytics     
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